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Abstract. In this work, we investigate a class of nonlinear combined Sturm-Liouville
problems with zero Dirichlet boundary conditions. Using the Karamata regular variation
theory and the Schauder fixed point theorem, we prove the existence of a unique positive
solution satisfying a precise asymptotic behavior where a competition between singular and
non singular terms in the nonlinearity appears.

1. Introduction

The study of behavioral properties of solutions of differential equations is of huge
importance and it continues to attract many scholar’s attention. In this paper, we
will present some recent contributions to the asymptotic analysis of positive solutions
of the following combined Sturm-Liouville problem:{

− 1
A (Au′)′ = pur + qus, in (0, 1),

u(0) = u(1) = 0,
(1)

where r, s ∈ (−1, 1), p, q are nonnegative functions in Cγ
loc((0, 1)), 0 < γ < 1, and A

verifies the following hypothesis:
(H0) A is a differentiable positive function in (0, 1), satisfying A(t) ≈ tα1(1 − t)α2 ,
t ∈ (0, 1), with α1, α2 < 1.
Here and throughout the paper, for two nonnegative functions g and h defined on a
set D, the notation g(x) ≈ h(x), x ∈ D, means that there exists c > 0 such that for
every x ∈ D, 1

c h(x) ⩽ g(x) ⩽ c h(x). We note that the function A may be singular
at t = 0 and/or t = 1 and the function 1

A is integrable on (0, 1). Without loss of

generality, we may suppose that
∫ 1

0
dξ

A(ξ) = 1.

Our main purpose is to investigate the problem (1). Under suitable hypotheses
on p and q, we prove the existence of a unique positive classical solution to (1) which
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satisfies an asymptotic behavior similar to that of the nonlinearities p and q. For
convenience, let us fix some notations and give some assumptions.

We denote by B+((0, 1)) the set of nonnegative measurable functions. We recall
the definition of the potential kernel V defined on B+((0, 1)) by:

V f(x) =

∫ 1

0

G(t, x)f(t) dt, x ∈ (0, 1),

where G denotes the Green function of the Sturm-Liouville operator u 7−→ − 1
A (Au′)′

on (0, 1) with Dirichlet boundary conditions u(0) = u(1) = 0, given by

G(t, x) = A(t)

(∫ min(t,x)

0

dr

A(r)

)(∫ 1

max(t,x)

dr

A(r)

)
, (t, x) ∈ (0, 1)× (0, 1). (2)

Further, if A satisfies (H0), then we obtain that

G(t, x) ≈ tα1(1−t)α2(min(t, x))1−α1(1−max(t, x))1−α2 , (t, x) ∈ (0, 1)× (0, 1). (3)

We refer to C0([0, 1]) as the collection of all maps h in C([0, 1]) satisfying h(0) =
h(1) = 0.

Remark 1.1. If f ∈ B+((0, 1)) satisfies
∫ 1

0
t(1 − t)f(t) dt < ∞, then by (2) we have

V f ∈ C0([0, 1]).

Throughout this paper, K denotes the collection of Karamata functions L defined by

L(x) := c exp

(∫ η

x

z(t)

t
dt

)
, x ∈ (0, η],

for some η > 0, c > 0 and z ∈ C([0, η]) satisfying z(0) = 0.
Here, we have to mention that the functions in the class K are slowly varying.

In [13, 14], Karamata improved the initial theory in this field. These functions were
first used in the generalization of the Abelian and Tauberian theorems, as well as
in the theory of trigonometric series [11, 15]. We also point out that Cirstea and
Radulescu were the first who exploited the Karamata regular variation theory to study
the asymptotic and qualitative behavior near the boundary of positive solutions of
nonlinear differential problems [7–10].

Our motivation in this work are recent advances in the study of nonlinear prob-
lems including both singular and non singular nonlinearities which have wide applica-
tions to physical models. Indeed, the study of combined problems, involving different
differential operators in both bounded and unbounded domains subject to different
boundary conditions, has received a lot of interest and lots of excellent results have
been obtained; see for example [1–3,5, 6, 20].

In 2012, by using Karamata regular variation theory and by means of the sub-
super solution method, Chammam et al. [6] established the existence of a positive
continuous solution for {

−∆u = pur + qus, in D,

u = 0, on ∂D,

where D is a bounded C1,1 domain, r, s < 1 and p, q are nonnegative functions in
Cγ

loc(D), 0 < γ < 1, satisfying some suitable assumptions related to Karamata theory.
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Most recently, Bachar and Mâagli proved in [1] the existence of a unique positive
continuous solution of the boundary value problem{

− 1
A (Au′)′ = pur + qus, in (0,∞),

lim
t→0+

u(t) = 0, lim
t→∞

u(t)
ρ(t) = 0,

where r, s < 1, A is a continuous function on [0,∞) which is positive differentiable

on (0,∞), such that
∫ 1

0
dξ

A(ξ) < ∞ and
∫∞
0

dξ
A(ξ) = ∞ with ρ(t) =

∫ t

0
dξ

A(ξ) , t ⩾ 0. The

functions p, q are nonnegative and may be singular at t = 0.
For the special case p ≡ 0 and A ≡ 1, problem (1) is reduced to the following{

−u′′ = qus, in (0, 1),

u(0) = u(1) = 0.
(4)

Problems of the form (4) can properly describe many phenomena in non-Newtonian
fluid theory, such as boundary layer theory [4] and the transport of coal slurries down
conveyor belts [17].

Taliaferro showed in [19], that the singular boundary value problem (4) has a
solution in C([0, 1]) ∩ C1((0, 1)) when s < 0, q is a nonnegative function in C((0, 1))

satisfying
∫ 1

0
t(1− t)q(t) dt <∞.

In recent paper [12], Dridi et al. considered problem (1) when q > 0 and p ≡ 0.
More precisely, the authors dealt with the following semilinear problem{

− 1
A (Au′)′ = qus, in (0, 1),

u(0) = u(1) = 0,
(5)

where s < 1, the weight A satisfies (H0) and q satisfies the following assumption:
(H) q ∈ Cγ

loc((0, 1)), 0 < γ < 1, such that q(t) ≈ t−γ1(1 − t)−γ2L1(t)L2(1 − t),
t ∈ (0, 1), for i = 1, 2, γi ⩽ 2 and Li ∈ K defined on (0, η], η > 1 satisfying∫ η

0

ξ1−γiLi(ξ) dξ <∞.

By employing some potential theory tools and properties of functions in the class K,
the authors established the following.

Theorem 1.2. Suppose that (H0)-(H) hold. Then, there exists a unique classical
solution u of (5) such that for x ∈ (0, 1),

u(x) ≈ xmin(1−α1,
2−γ1
1−s )(1− x)min(1−α2,

2−γ2
1−s )ψ1(x)ψ2(1− x). (6)

Here for i = 1, 2, ψi is given on (0, 1) by:

ψi(t) :=



1, if γi < αi + 1 + s(1− αi),(∫ η

t
Li(ξ)

ξ dξ
) 1

1−s

, if γi = αi + 1 + s(1− αi),

(Li(t))
1

1−s , if αi + 1 + s(1− αi) < γi < 2,(∫ t

0
Li(ξ)

ξ dξ
) 1

1−s

, if γi = 2.

In the present paper, we generalize the previous result to deal with problem (1).
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Inspired by [12], we assume the following condition:
(H1) Let p, q ∈ Cγ

loc((0, 1)), 0 < γ < 1, satisfy for x ∈ (0, 1),

p(x) ≈ x−µ1(1− x)−µ2M1(x)M2(1− x),

q(x) ≈ x−λ1(1− x)−λ2N1(x)N2(1− x),

where for i ∈ {1, 2}, µi, λi ⩽ 2, and Mi, Ni ∈ K defined on (0, η], for some η > 1,
satisfy ∫ η

0

ξ1−µiMi(ξ) dξ <∞ and

∫ η

0

ξ1−λiNi(ξ) dξ <∞.

We note that the estimates (6) depend closely on min(1 − αi,
2−γi

1−s ), i = 1, 2.

Also, as it will be seen, for i = 1, 2, the numbers νi = min(1 − αi,
2−µi

1−r ), ξi =

min(1− αi,
2−λi

1−s ) play an important role in the combined effects of singular and non
singular nonlinearities in (1) and lead to a competition. Without loss of generality,
we may assume that 2−µ1

1−r ⩽ 2−λ1

1−s and 2−µ2

1−r ⩽ 2−λ2

1−s . We consider θ, the function
defined on (0, 1), by

θ(x) = xν1K1(x)(1− x)ν2K2(1− x), (7)

where, for i ∈ {1, 2},

Ki =

{
M̃i, if νi < ξi,

M̃i + Ñi, if νi = ξi.
(8)

Here for i = 1, 2, M̃i and Ñi are respectively given on (0, 1) by:

M̃i(x) :=



1, if µi < αi + 1 + r(1− αi),(∫ η

x
Mi(t)

t dt
) 1

1−r

, if µi = αi + 1 + r(1− αi),

(Mi(x))
1

1−r , if αi + 1 + r(1− αi) < µi < 2,(∫ x

0
Mi(t)

t dt
) 1

1−r

, if µi = 2,

and Ñi(x) :=



1, if λi < αi + 1 + s(1− αi),(∫ η

x
Ni(t)

t dt
) 1

1−s

, if λi = αi + 1 + s(1− αi),

(Ni(x))
1

1−s , if αi + 1 + s(1− αi) < λi < 2,(∫ x

0
Ni(t)

t dt
) 1

1−s

, if λi = 2.

Our main results are the following.

Theorem 1.3. Let r, s ∈ (−1, 1) and θ be the function given by (7). If (H0)-(H1) are
satisfied. then

V (p θr + q θs)(x) ≈ θ(x), x ∈∈ (0, 1). (9)

Theorem 1.4. Let r, s ∈ (−1, 1) and θ be the function defined by (7). Assume
that (H0)-(H1) are satisfied. Then problem (1) admits a unique positive classical
solution u satisfying u(x) ≈ θ(x), x ∈ (0, 1).
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The outline of the paper is as follows. In Section 2, we state some preliminaries
involving some already known results on Karamata functions and some potential
theory tools useful for our study. Sections 3 and 4 are respectively devoted to the
proofs of Theorems 1.3 and 1.4. The last section is reserved to an example illustrating
our Theorem 1.4.

2. Preliminary results

In what follows, we state some fundamental facts on the functions belonging to the
Karamata class, which will be used in the proofs of our main results. For more details,
please refer to [16,18].

It is clear that a function L ∈ K if and only if there exists η > 0, such that L is a
positive function in C1((0, η]), satisfying

lim
t→0+

tL′(t)

L(t)
= 0.

We give bellow a standard example of Karamata functions.

L(t) =

m∏
k=1

(
logk(

ω

t
)
)−µk

,

where logk(x) denotes the k-th iteration of the logarithm, m ∈ N∗, (µ1, µ2, . . . , µm) ∈
Rm and ω > 0 sufficiently large such that L is defined and positive on (0, η], for some
η > 1.

According to the Karamata integration theorem, we obtain the following.

Lemma 2.1. Let α ∈ R and L ∈ K be defined on (0, η], η > 0. Then

1. If α > −1, then
∫ η

0
tαL(t) dt converges and

∫ x

0
tαL(t) dt ∼

x→0+

x1+αL(x)
1+α .

2. If α < −1, then
∫ η

0
tαL(t) dt diverges and

∫ η

x
tαL(t) dt ∼

x→0+
−x1+αL(x)

1+α .

Lemma 2.2. (i) Let L1, L2 ∈ K, and p ∈ R. Then the functions L1L2, L1 + L2 and
Lp
1 belong to K.

(ii) Let L ∈ K. Then, for any ε > 0, lim
x→0+

xεL(x) = 0.

(iii) Let L ∈ K be defined on (0, η], η > 0. Then,

lim
x→0+

L(x)∫ η

x
L(ξ)
ξ dξ

= 0.

In particular, x 7−→
∫ η

x

L(ξ)

ξ
dξ ∈ K.

If further
∫ η

0
L(ξ)
ξ dξ <∞, then we have

lim
x→0+

L(x)∫ x

0
L(ξ)
ξ dξ

= 0.
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In particular, x 7−→
∫ x

0

L(ξ)

ξ
dξ ∈ K.

Lemma 2.3 ([6]). For x, t > 0 and r, s < 1, we have:

2−max(1−r,1−s)(t+ x) ⩽ t1−r(t+ x)r + x1−s(t+ x)s ⩽ 2(t+ x).

Lemma 2.4 ([6]). Let r, s < 1 and M,N ∈ K be defined on (0, η], η > 1.

Put for x ∈ (0, η), I(x) =

(∫ η

x

M(ξ)

ξ
dξ

) 1
1−r

+

(∫ η

x

N(ξ)

ξ
dξ

) 1
1−s

.

Then, for x ∈ (0, η),

∫ η

x

(IrM + IsN)(ξ)

ξ
dξ ≈ I(x).

Lemma 2.5. Let r, s < 1 and M,N ∈ K be defined on (0, η], η > 1, satisfying∫ η

0

M(ξ)

ξ
dξ <∞ and

∫ η

0

N(ξ)

ξ
dξ <∞.

Put for x ∈ (0, η], H(x) =

(∫ x

0

M(ξ)

ξ
dξ

) 1
1−r

+

(∫ x

0

N(ξ)

ξ
dξ

) 1
1−s

.

Then we have

∫ x

0

(HrM +HsN)(ξ)

ξ
dξ ≈ H(x), x ∈ (0, η].

Next, we give some potential theory results which are taken from [12]. Indeed, we
recall properties of some potential functions including estimates and a careful analysis
of continuity. The next lemma plays a crucial role in establishing an existence result
for problem (1).

Lemma 2.6. Let h ∈ C((0, 1)) satisfy
∫ 1

0
ξ(1− ξ)h(ξ) dξ <∞. Then V h is the unique

solution in C([0, 1]) ∩ C2((0, 1)) of:{
− 1

A (Av′)′ = h, in (0, 1),

v(0) = v(1) = 0.

Lemma 2.7. Assume that condition (H0) is satisfied and let q be a function satisfy-
ing (H). Then for x ∈ (0, 1),

V q(x) ≈ xmin(1−α1,2−γ1)(1− x)min(1−α2,2−γ2)L̃1(x)L̃2(1− x),

where for i = 1, 2,

L̃i(x) :=


1, if γi < αi + 1,∫ η

x
Li(t)

t dt, if γi = αi + 1,

Li(x), if αi + 1 < γi < 2,∫ x

0
Li(t)

t dt, if γi = 2.

Lemma 2.8. Let h ∈ B+((0, 1)) such that
∫ 1

0
t(1− t)h(t) dt <∞. Then the family of

functions Fh := {V p; p ∈ B+((0, 1)), p ⩽ h} is relatively compact in C0([0, 1]).
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3. Proof of Theorem 1.3

Let p, q be two functions satisfying (H1) and θ be the function given by (7). Notice
that

θ(x) ≈ xν1K1(x), on (0,
1

2
) and θ(x) ≈ (1− x)ν2K2(1− x), on (

1

2
, 1), (10)

where for i = 1, 2, Ki is the function given by (8). So to prove (9), it is enough to
prove that

V (p θr + q θs)(x) ≈ xν1K1(x), on (0,
1

2
) (11)

and V (p θr + q θs)(x) ≈ (1− x)ν2K2(1− x), on (
1

2
, 1). (12)

As it can be seen, there is a complete analogy between (11) and (12). Indeed, (12)
can be recovered from (11) by interchanging x by 1− x, ν1 by ν2 and K1 by K2. So,
we limited the proof to the interval (0, 12 ).

Let i = 1, 2, since νi < ξi is equivalent to 2−µi

1−r < 2−λi

1−s and µi > 1 + αi + r(1 − αi),
then we deduce that,

Ki(x) ≈



M
1

1−r

i (x), if 1+αi+r(1−αi)<µi<2 , 2−µi
1−r

< 2−λi
1−s

,(∫ x

0

Mi(t)
t

dt
) 1

1−r
, if µi=2 , λi<2,(∫ η

x

Mi(t)
t

dt
) 1

1−r
, if µi=1+αi+r(1−αi) , λi<1+αi+s(1−αi),

1, if µi<1+αi+r(1−αi) , λi<1+αi+s(1−αi),

M
1

1−r

i (x)+N
1

1−s

i (x), if 1+αi+r(1−αi)<µi<2 , 2−µi
1−r

= 2−λi
1−s

,(∫ η

x

Mi(t)
t

dt
) 1

1−r
+
(∫ η

x

Ni(t)
t

dt
) 1

1−s
, if µi=1+αi+r(1−αi) , λi=1+αi+s(1−αi),(∫ x

0

Mi(t)
t

dt
) 1

1−r
+
(∫ x

0

Ni(t)
t

dt
) 1

1−s
, if µi=2 , λi=2.

On (0, 1), we put ω = pθr+qθs. From hypothesis (H1) and (7), we have for x ∈ (0, 1),

ω(x) ≈x−µ1+ν1r (M1K
r
1) (x)(1− x)−µ2+ν2r (M2K

r
2) (1− x)

+ x−λ1+ν1s (N1K
s
1) (x)(1− x)−λ2+ν2s (N2K

s
2) (1− x).

In order to prove (11), we will apply Lemma 2.7. For this, we have to verify that
hypothesis (H) is fulfilled. So, we remark that due to Lemmas 2.1, 2.2 and hypothesis
(H1), one can see easily that assumption (H) is verified. That is for i ∈ {1, 2}, the
functions MiK

r
i and NiK

s
i are in K and satisfy:∫ η

0

t1−µi+νir(MiK
r
i )(t) dt <∞ and

∫ η

0

t1−λi+νis(NiK
s
i )(t) dt <∞.

In what follows, we differentiate four cases based on the comparison between νi
and ξi, for i = 1, 2.
Case 1. ν1 < ξ1 and ν2 < ξ2.
Let x ∈ (0, 1). By simple calculation and using Lemma 2.2, we obtain that ω(x) ≈
x−µ1+ν1r(1 − x)−µ2+ν2r

(
M1M̃1

r
)
(x)
(
M2M̃2

r
)
(1 − x), for x ∈ (0, 1). So applying
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Lemma 2.7 for i ∈ {1, 2}, γi = µi − νir and Li =MiM̃i
r
, on (0, 12 ), we obtain

V ω(x) ≈

x
2−µ1
1−r M

1
1−r

1 (t), if 1+α1+r(1−α1)<µ1 < 2, 2−µ1

1−r <
2−λ1

1−s ,∫ x

0
M1(t)

t

(∫ t

0
M1(y)

y dy
) r

1−r

dt, if µ1 = 2,

which gives that on (0, 12 ), V ω(x) ≈ xν1K1(x). That is on (0, 12 ), V ω(x) ≈ θ(x).

Case 2. ν1 = ξ1 and ν2 < ξ2. In this case, we have for x ∈ (0, 1),

ω(x) ≈x−µ1+ν1r(1− x)−µ2+ν2rM1(x)
(
M̃1 + Ñ1

)r
(x)(M2M̃2

r
)(1− x)

+ x−λ1+ν1s(1− x)−λ2+ν2sN1(x)
(
M̃1 + Ñ1

)s
(x)(N2M̃2

s
)(1− x)

:=φ(x) + ψ(x).

Now, we distinguish five subcases.

Subcase 1. µ1 = 1 + α1 + r(1− α1) , λ1 < 1 + α1 + s(1− α1).

By (10), we obtain that for x ∈ (0, 12 ), θ(x) ≈ x1−α1

(∫ η

x
M1(t)

t dt
) 1

1−r

. By calculus,

we have for x ∈ (0, 1),

φ(x) ≈ x−1−α1M1(x)

((∫ η

x

M1(t)

t
dt

) 1
1−r

+ 1

)r

(1− x)−µ2+ν2r(M2M̃2
r
)(1− x)

and ψ(x) ≈ x−λ1+ν1sN1(x)

((∫ η

x

M1(t)

t
dt

) 1
1−r

+ 1

)s

(1− x)−λ2+ν2s(N2M̃2
s
)(1− x).

Using the fact that (∫ η

x

M1(t)

t
dt

) 1
1−r

+ 1 ≈
(∫ η

x

M1(t)

t
dt

) 1
1−r

(13)

and applying Lemma 2.7, we obtain that on (0, 12 )

V φ(x) ≈ x1−α1

(∫ η

x

M1(t)

t
dt

) 1
1−r

and V ψ(x) ≈ x1−α1 .

Using again (13), we deduce that on (0, 12 ),

V ω(x) ≈ x1−α1

(∫ η

x

M1(t)

t
dt

) 1
1−r

.

Subcase 2. µ1 < 1+α1 + r(1−α1, λ1 < 1+α1 + s(1−α1). Using (10), we have on
(0, 12 ) θ(x) ≈ x1−α1 . Then, we can clearly see that on (0, 1),

φ(x) ≈ x−µ1+r(1−α1)M1(x)(1− x)−µ2+ν2r(M2M̃2
r
)(1− x)

and ψ(x) ≈ x−λ1+(1−α1)sN1(x)(1− x)−λ2+ν2s(N2M̃2
s
)(1− x).

By applying Lemma 2.7, from here follows that on (0, 12 ), V φ(x) ≈ x1−α1 and
V ψ(x) ≈ x1−α1 . Hence, we have V ω(x) ≈ x1−α1 , x ∈ (0, 12 ).

Subcase 3. µ1 = 1 + α1 + r(1− α1) , λ1 = 1 + α1 + s(1− α1). In this case we have
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for x ∈ (0, 12 ),

θ(x) ≈ x1−α1

((∫ η

x

M1(t)

t
dt

) 1
1−r

+

(∫ η

x

N1(t)

t
dt

) 1
1−s

)
:= x1−α1I(x).

Then we get that for x ∈ (0, 1),

φ(x) ≈ x−1−α1(M1I
r)(x)(1− x)−µ2+ν2r(M2M̃2

r
)(1− x)

and ψ(x) ≈ x−1−α1(N1I
s)(x)(1− x)−λ2+ν2s(N2M̃2

s
)(1− x).

From Lemma 2.7, we obtain that on (0, 12 ),

V φ(x) ≈ x1−α1

(∫ η

x

(M1I
r)(t)

t
dt

)
and V ψ(x) ≈ x1−α1

(∫ η

x

(N1I
s)(t)

t
dt

)
.

This imply by using Lemma 2.4 that on (0, 12 ),

V ω(x) ≈ x1−α1

((∫ η

x

M1(t)

t
dt

) 1
1−r

+

(∫ η

x

N1(t)

t
dt

) 1
1−s

)
.

Subcase 4. 1+α1+r(1−α1) < µ1 < 2 , 2−µ1

1−r = 2−λ1

1−s . By (10), we have for x ∈ (0, 12 ),

θ(x) ≈ x
2−µ1
1−r

(
M

1
1−r

1 +N
1

1−s

1

)
(x).

This implies that on (0, 1)

φ(x) ≈ x−µ1+
2−µ1
1−r r

(
M1

(
M

1
1−r

1 +N
1

1−s

1

)r)
(x)(1− x)−µ2+ν2r(M2M̃2

r
)(1− x)

and ψ(x) ≈ x−λ1+
2−λ1
1−s s(N1

(
M

1
1−r

1 +N
1

1−s

1

)s

)(x)(1− x)−λ2+ν2s(N2M̃2
s
)(1− x).

Applying Lemma 2.7, on (0, 12 ) we get

V φ(x) ≈ x
2−µ1
1−r

(
M1

(
M

1
1−r

1 +N
1

1−s

1

)r)
(x)

and V ψ(x) ≈ x
2−µ1
1−r

(
N1

(
M

1
1−r

1 +N
1

1−s

1

)s)
(x) .

From Lemma 2.3, it follows

V ω(x) ≈ x
2−µ1
1−r

(
M

1
1−r

1 +N
1

1−s

1

)
(x), x ∈ (0,

1

2
).

Subcase 5. µ1 = λ1 = 2. In this case, we can clearly see, that for x ∈ (0, 12 )

θ(x) ≈
(∫ x

0

M1(t)

t
dt

) 1
1−r

+

(∫ x

0

N1(t)

t
dt

) 1
1−s

:= H(x).

This gives that for x ∈ (0, 1)

φ(x) ≈ x−2 (M1H
r) (x)(1− x)−µ2+ν2r(M2M̃2

r
)(1− x)

and ψ(x) ≈ x−2 (N1H
s) (x)(1− x)−λ2+ν2s(N2M̃2

s
)(1− x).
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According to Lemma 2.7, we get that for x ∈ (0, 12 )

V φ(x) ≈
(∫ x

0

(M1H
r)(t)

t
dt

)
and V ψ(x) ≈

(∫ x

0

(N1H
s)(t)

t
dt

)
.

Due to Lemma 2.5, this implies that on (0, 12 )

V ω(x) ≈
(∫ x

0

M1(t)

t
dt

) 1
1−r

+

(∫ x

0

N1(t)

t
dt

) 1
1−s

.

Case 3. ν1 < ξ1 and ν2 = ξ2. Let x ∈ (0, 1), we have

ω(x) ≈x−µ1+ν1r(1− x)−µ2+ν2r
(
M1M̃1

r
)
(x)M2(1− x)

(
M̃2 + Ñ2

)r
(1− x)

+ x−λ1+ν1s(1− x)−λ2+ν2s
(
N1M̃1

s
)
(x)N2(1− x)

(
M̃2 + Ñ2

)s
(1− x).

Similarly to the Case 1., we can get that on (0, 12 )

V ω(x) ≈

x
2−µ1
1−r M

1
1−r
1 (t), if 1 + α1 + r(1− α1)<µ1<2, 2−µ1

1−r
< 2−λ1

1−s
,∫ x

0

M1(t)
t

(∫ t

0

M1(y)
y

dy
) r

1−r
dt, if µ1 = 2.

That is, V ω(x) ≈ θ(x), x ∈ (0, 12 ).

Case 4. ν1 = ξ1 and ν2 = ξ2. For x ∈ (0, 1), we get that:

ω(x) ≈x−µ1+ν1r(1− x)−µ2+ν2rM1(x)
(
M̃1 + Ñ1

)r
(x)M2(1− x)

(
M̃2 + Ñ2

)r
(1− x)

+ x−λ1+ν1s(1− x)−λ2+ν2sN1(x)
(
M̃1 + Ñ1

)s
(x)N2(1− x)

(
M̃2 + Ñ2

)s
(1− x).

By the same arguments as in Case 2., on (0, 12 ) the following is true:

V ω(x) ≈



x1−α1
(∫ η

x

M1(t)
t dt

) 1
1−r , if µ1=1+α1+r(1−α1) , λ1<1+α1+s(1−α1),

x1−α1 , if µ1<1+α1+r(1−α1) , λ1<1+α1+s(1−α1),

x1−α1

((∫ η
x

M1(t)
t dt

) 1
1−r +

(∫ η
x

N1(t)
t dt

) 1
1−s

)
, if µ1=1+α1+r(1−α1) , λ1=1+α1+s(1−α1),

x
2−µ1
1−r

(
M

1
1−r
1 +N

1
1−s
1

)
(x), if 1+α1+r(1−α1)<µ1<2 ,

2−µ1
1−r =

2−λ1
1−s ,(∫ x

0

M1(t)
t dt

) 1
1−r +

(∫ x
0

N1(t)
t dt

) 1
1−s , if µ1=λ1=2.

So, V ω satisfies (11) in (0, 12 ).

4. Proof of Theorem 1.4

The next lemma is useful in the proof of our Theorem 1.4.

Lemma 4.1. Suppose that (H0) is satisfied. Let θ be the function given by (7), r, s ∈
(−1, 1) and p, q are nonnegative functions satisfying (H1). Then we have∫ 1

0

t(1− t)(pθr + qθs)(t) dt <∞.
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Proof. Let x, t ∈ (0, 1). Using the fact that xt ⩽ min(t, x) and (1 − x)(1 − t) ⩽
1−max(t, x), we obtain from (3), that there is c > 0 such that for t, x ∈ (0, 1)

c t(1− t)x1−α1(1− x)1−α2(pθr + qθs)(t) ⩽ G(t, x)(pθr + qθs)(t).

Then, we have for x ∈ (0, 1),

c x1−α1(1−x)1−α2

∫ 1

0

t(1−t)(pθr+qθs)(t) dt⩽
∫ 1

0

G(t, x)(pθr+qθs)(t) dt<∞. (14)

Taking x = 1
2 in (14), we deduce the desired result due to Theorem 1.3. □

We are now able to prove our Theorem 1.4.

Proof (of Theorem 1.4). Let r, s ∈ (−1, 1) and assume that (H0)-(H1) are satisfied. Let
θ be the function defined by (7). By Theorem 1.3, we have, V ω(t) ≈ θ(t), t ∈ (0, 1),
where ω := pθr + qθs. We deduce the existence of c > 0 such that for each t ∈ (0, 1),

1

c
θ(t) ⩽ V ω(t) ⩽ c θ(t). (15)

In order to construct a solution of problem (1), we shall use a fixed point argument.
Define the convex closed set Y as follows, Y := {u ∈ C0([0, 1]);

1
mθ ⩽ u ⩽ mθ},

where m = c
1

1−max(|r|,|s|) . Clearly θ ∈ Y . We consider the operator T defined on Y as
follows, Tu := V (pur + qus). Let u ∈ Y . Then we have on (0, 1),

1

m|r| pθ
r +

1

m|s| qθ
s ⩽ pur + qus ⩽ m|r| pθr +m|s| qθs. (16)

Hence, on (0, 1),

1

mmax(|r|,|s|)ω ⩽ pur + qus ⩽ mmax(|r|,|s|) ω. (17)

It is obvious that V (pur + qus) ∈ Fmmax(|r|,|s|) ω, then applying Lemmas 2.8 and 4.1,
we conclude that TY is relatively compact in C0([0, 1]). Besides, from (17), we get

1
mmax(|r|,|s|) V ω(t) ⩽ Tu(t) ⩽ mmax(|r|,|s|) V ω(t), t ∈ (0, 1). Using (15) we obtain that

on (0, 1), 1
mθ ⩽ Tu ⩽ mθ. Then T leaves invariant the convex Y .

Next, we prove the continuity of T in Y . Consider a sequence (uk)k∈N of functions
in Y which converges uniformly to a function u in Y . Let k ∈ N and x ∈ (0, 1); we have

|Tuk(x)−Tu(x)| ⩽
∫ 1

0
G(t, x)|(purk+qusk)(t)−(pur+qur)(t)| dt. Moreover, we have for

(t, x) ∈ (0, 1)×(0, 1), G(t, x)|(purk+qusk)(t)−(pur+qus)(t)| ⩽ 2mmax(|r|,|s|)G(t, x) ω(t).
Since V ω < ∞, we conclude due to the dominated convergence theorem, that for
x ∈ (0, 1), Tuk(x) −→ Tu(x), as k → ∞. In view of the relative compactness of
TY in C0([0, 1]), we obtain the uniform convergence, that is, ∥Tuk − Tu∥∞ −→ 0, as
k → ∞. Hence, we have showed that T is a compact operator from Y into itself. As
a consequence of the Schauder fixed point theorem, we conclude that the operator T
has a fixed point, i.e., there is u ∈ Y satisfying u = V (pur + qus). Next we show that
u is a classical solution of (1). As u ∈ Y , we have u ∈ C0([0, 1]). On the other hand,
from (16) and Lemma 4.1, we obtain that∫ 1

0

t(1− t)(pur + qus)(t) dt <∞.

From Lemma 2.6, it follows that u is a positive classical solution of problem (1).
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To prove the uniqueness result, we suppose that (1) admits two positive classical
solutions u and v satisfying u(x) ≈ θ(x) and v(x) ≈ θ(x), x ∈ (0, 1). Consequently,
there is t0 ⩾ 1, such that 1

t0
⩽ u

v ⩽ t0, on (0, 1). Therefore, the set Γ := {t ⩾ 1, 1t v ⩽
u ⩽ tv} is not empty. Consider τ0 = inf Γ. Let σ := max(|r|, |s|). It follows that
ur ⩽ τσ0 v

r and us ⩽ τσ0 v
s. So we obtain that, u− τσ0 v = V (p(ur − τσ0 v

r)) + V (q(us −
τσ0 v

s)) ⩽ 0. Similarly, we have v − τσ0 u is nonnegative. Hence, τσ0 ∈ Γ and τ0 ⩽ τσ0 .
Since σ ∈ [0, 1), then τ0 = 1. Finally we conclude that u = v. □

5. Example

Let r ∈ (−1, 0), s ∈ (0, 1), α, β and δ < 2, such that 2−α
1−r ⩽ 2−δ

1−s . Consider two

functions p and q in Cγ
loc((0, 1)), 0 < γ < 1, such that for x ∈ (0, 1), p(x) ≈

x−2(1−x)−α log−2( 3x ), q(x) ≈ x−β(1−x)−δ log( 3
1−x ). We can obviously see that (H1)

is satisfied. Thanks to Theorem 1.4, problem (1) admits a unique solution u ∈
C0([0, 1]) ∩ C2((0, 1)) such that for x ∈ (0, 1), u(x) ≈ Φ(x)Ψ(1 − x), where Φ(x) ≈(
log( 3x )

) −1
1−r , and

Ψ(x) ≈



x1−α2
(
log( 3x )

) 1
1−r , if α = 1 + α2 + r(1− α2), δ < 1 + α2 + s(1− α2),

x1−α2 , if α < 1 + α2 + r(1− α2), δ < 1 + α2 + s(1− α2),

x
2−α
1−r , if 1 + α2 + r(1− α2) < α, 2−α

1−r <
2−δ
1−s ,

x
2−α
1−r

(
log( 3x )

) 1
1−s , if 1 + α2 + r(1− α2) < α, 2−α

1−r = 2−δ
1−s ,

x1−α2
(
log( 3x )

) 2
1−s , if α = 1 + α2 + r(1− α2), δ = 1 + α2 + s(1− α2).
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Fr., 61 (1933), 55–62.
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